
Select Reading Question Responses (9/17/2021)

My only question comes from the textbook suggesting that T and Z test statistic are
interchangeable for regression hypothesis testing. At the top of pg 333 there is a
discussion of calculating T value but it says in parentheses that a Z value could be
calculated the same way. Do we sometimes use a normal distribution for regression
hypothesis testing?

The degrees of freedom for hypothesis tests involving regressions are often high enough that
the relevant t-distribution is quite well approximated by a standaard normal distribution.
So yes, you could often use a standard normal distribution instead.

Is “Pr(> |t|)” just the p-value? What exactly does the notation mean?

Can you elaborate on the relationship between the p-value and R2?

Yes, Pr(> |t|) is just the p-value. In this notation, t refers to a certain test statistic that you
calculate based on your sample. The notation Pr(> |t|) is then asking: assuming that the
explanatory variable “does not explain” the response variable at all (ie, that the slope of the
“true” best fit line is 0), what is the probability of seeing a sample whose test statistic would
be more extreme than t (ie, more extreme than the test statistic that you actually calculated
from your sample)?
R2 tells you about the strength of the relationship between two variables. The p-value tells
you about how likely it is to see a relationship that’s more extreme than the one that you
saw if the data truly comes from population in which the relationship is linear with slope 0.
There are situations where these two numbers could be very different. For example,
suppose I collect a very big sample and find that all of the points on my scatterplot all
exactly lie along a line of slope 1. Then I would expect a R2 of 1 (the linear relationship
is very strong), but a p-value of essentially 0 (the probability of seeing such a data if the
explanatory variable was not doing any explaining would be infinitesimal).

In what ways is a prediction interval different from a confidence interval?

Let’s say we’re interested in the mean of some numerical variable, eg, the average height of
American women. I might decide to study this question by collecting a simple random
sample of 100 American women. There are then (at least) two intervals I can calculate using
my sample.

• I can calculate a 90% confidence interval. The way to interpret this interval is: there’s

1



a 90% chance that the true population mean (ie, the average height of all American
women, not just those in my sample) is contained in my 90% confidence interval.

• I can also calculate a 90% prediction interval. The way to interpret this interval is: if I
randomly sampled one more American woman, there’s a 90% chance that her height
would be contained in my 90% prediction interval.

These interpretations are slightly different; correspondingly, the formulas used to construct
prediction intervals are slightly different than those used for confidence intervals.
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